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IntroductionIntroduction

nn MultiMulti--processor shared memory processor shared memory SoCSoC
nn IntertaskIntertask//interprocessinterprocess synchronizationsynchronization
nn Lock synchronization overheads Lock synchronization overheads 

nn Lock delay, lock latencyLock delay, lock latency
nn Memory bandwidth consumptionMemory bandwidth consumption

nn Aim:Aim:
nn Reduce overheadsReduce overheads
nn Improve Real Time (RT) predictabilityImprove Real Time (RT) predictability



BackgroundBackground

nn Critical SectionCritical Section
nn Code section where shared data between multiple Code section where shared data between multiple 

execution units is accessedexecution units is accessed
nn E.g., multiple readers and multiple writersE.g., multiple readers and multiple writers
nn A lock is necessary to guarantee the consistency of A lock is necessary to guarantee the consistency of 

shared data (e.g., global variables)shared data (e.g., global variables)

nn Lock DelayLock Delay
nn Time between release and acquisition of a lockTime between release and acquisition of a lock

nn Lock LatencyLock Latency
nn Time to acquire a lock in the absence of contentionTime to acquire a lock in the absence of contention



ProblemsProblems

nn Ensuring mutual exclusivenessEnsuring mutual exclusiveness
nn Communication bandwidth consumptionCommunication bandwidth consumption
nn Eliminate busyEliminate busy--wait problemswait problems

nn BusyBusy--wait: If lock is busy, processors spin on wait: If lock is busy, processors spin on 
memory busmemory bus

nn Effective lock hand off necessaryEffective lock hand off necessary
nn FairFair
nn PredictivePredictive



Previous WorkPrevious Work

nn SpinSpin--lock alternatives (lock alternatives (Anderson ’90Anderson ’90))
nn SpinSpin--onon--read (spin on cache), delays in spinread (spin on cache), delays in spin--loopsloops

nn Queue based software locksQueue based software locks
nn Array based queuing (Array based queuing (Anderson ’90Anderson ’90))
nn MCS locks (MCS locks (MellorMellor--CrummeyCrummey, Scott ‘91, Scott ‘91))
nn LH and M locks (LH and M locks (LadinLadin, , HagerstonHagerston, Magnusson , Magnusson ’’9494))

nn Queue based hardware locksQueue based hardware locks
nn QOLBY (QOLBY (KagiKagi ’’9999) ) –– makes use of collocationmakes use of collocation

nn CacheCache--based locks (based locks (RamachandranRamachandran’’9696))
nn Memory consistency modelMemory consistency model
nn New cache design, extra cache states for locksNew cache design, extra cache states for locks



MethodologyMethodology

nn Custom hardware unit: SoC Lock CacheCustom hardware unit: SoC Lock Cache
nn Utilize advantages of Utilize advantages of SoCSoC DesignDesign
nn Short Critical Sections covered in DATE Short Critical Sections covered in DATE ’’0101
nn Critical Sections may be long or shortCritical Sections may be long or short
nn Support preemption of tasks when necessarySupport preemption of tasks when necessary
nn HardwareHardware--interrupt triggered notificationinterrupt triggered notification
nn Lock requests handled on a processorLock requests handled on a processor--byby--

processor basisprocessor basis
nn Separate the lock variables according to the Separate the lock variables according to the 

critical section lengthscritical section lengths
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MethodologyMethodology

nn Multiple application tasksMultiple application tasks
nn AtalantaAtalanta--RTOSRTOS
nn MultiMulti--processor setprocessor set--up up 

with MPC750swith MPC750s
nn SoCLCSoCLC provides lock provides lock 

synchronization among synchronization among 
processorsprocessors
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n Seamless CVE from 
Mentor Graphics

n 4 MPC750s
n SoC Lock Cache 

Unit (SoCLC)
n Shared Memory
n Interface Logic

Hardware Simulation SetHardware Simulation Set--upup
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SoftwareSoftware

nn Assume 64 tasksAssume 64 tasks
nn Each lock keeps a lockEach lock keeps a lock--

wait table of 64wait table of 64--bit entriesbit entries
nn Expandable to > 64Expandable to > 64
nn Tables accessed by ISRTables accessed by ISR

Lock nLock n
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Lock 1Lock 1
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ExperimentsExperiments

nn With With AtalantaAtalanta
RTOS RTOS 

nn With 4 MPC750sWith 4 MPC750s
nn Database Example Database Example 

application (run application (run 
with 40 tasks)with 40 tasks)
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ExperimentsExperiments
Example Database Application 

Transactions
Observed Observed 
Performance Performance 
Improvement with Improvement with 
Lock Cache UnitLock Cache Unit
••100% speedup in lock 100% speedup in lock 
delay delay 
••32% speedup in lock 32% speedup in lock 
latencylatency
••27% speedup in total 27% speedup in total 
execution timeexecution time



ExperimentsExperiments
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ExperimentsExperiments
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Synthesis of Synthesis of SoCLCSoCLC
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• TSMC 0.25 micron technology (Synopsys Behavioral Compiler)



ConclusionConclusion

nn A hardware mechanism for multiA hardware mechanism for multi--processor SoC processor SoC 
Lock Synchronization: SoC Lock CacheLock Synchronization: SoC Lock Cache

nn Reduction in lock latency, lock delayReduction in lock latency, lock delay
nn 27% overall speedup in an example database 27% overall speedup in an example database 

applicationapplication
nn Support Support bothboth long Critical Sections and short long Critical Sections and short 

Critical SectionsCritical Sections
nn Allow contextAllow context--switching of tasks instead of busyswitching of tasks instead of busy--

waitingwaiting


