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Abstract—A novel data acquisition and imaging method is presented for stepped-frequency continuous-wave ground penetrating radars (SFCW GPRs). It is shown that if the target space is sparse, i.e., a small number of point like targets, it is enough to make measurements at only a small number of random frequencies to construct an image of the target space by solving a convex optimization problem which enforces sparsity through $\ell_1$ minimization. This measurement strategy greatly reduces the data acquisition time at the expense of higher computational costs. Imaging results for both simulated and experimental GPR data exhibit less clutter than the standard migration methods and are robust to noise and random spatial sampling. The images also have increased resolution where closely spaced targets that cannot be resolved by the standard migration methods can be resolved by the proposed method.
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I. INTRODUCTION

Ground Penetrating Radar (GPR) [1] is an important remote sensing tool in a wide variety of areas such as civil engineering [2], landmine detection [3]–[5], archeological investigations [6] and environmental applications [7]. Traditional GPRs image the subsurface by transmitting short electromagnetic (EM) pulses and processing the reflections due to permittivity discontinuities in the ground.

The traditional impulse GPR is a common type of GPR due to its simple design and low cost [8]. Another type of GPR that is becoming increasingly popular is the stepped-frequency continuous-wave (SFCW) GPR [9]–[12]. In [5], [13]–[15] SFCW GPR is used to image buried landmines and objects. A stepped-frequency signal probes the environment with a discrete set of frequencies, and has several advantages over an impulse GPR. The main advantage is greater measurement accuracy because it is much easier to synthesize a pure tone at a given frequency than to measure a time delay, i.e., the accuracy with which the frequencies are set in the SFCW GPR is much greater than the measurement times used in an impulse GPR. The SFCW GPR also has a greater dynamic range and lower noise because it can transmit higher power and uses a very narrow IF bandwidth. The filtering used can greatly reduce the interference from nearby transmitters such as RF communication links. A SFCW GPR can also be programmed to skip over a defined frequency band, so that it will not interfere with instruments on sensitive frequency bands. The operating frequency range can also be adjusted for targets at different depths by using the low-frequency range for relatively deep targets, and higher frequencies for shallow objects [10].

Although SFCW GPRs have very good properties, they are not used widely in commercial systems [16]–[18]. One important reason for this is long data acquisition times. The time taken at each scan position per frequency depends on several issues, such as the switching time for the sources, two-way travel time to reach targets at a chosen maximum range, and the time for the receiver to build up sufficient SNR. For example, in [17] it is reported that the an SFCW GPR can take measurements at a rate of 25 per second. The system operates in the band 1–3 GHz and takes 400 measurements at each scan position. With this measurement rate, the system can be scanned at a speed of 1.8 kph with a 2 cm spatial increment which is too slow for some applications. For such applications, it is important to increase the speed of the system without degrading its performance.

The total subsurface frequency response formed from a combination of responses from all reflectors within the medium can be inverted using various imaging algorithms. One type transforms the measured frequency-domain data to time-domain signals by applying an IFFT to each A-Scan measurement, followed by time-domain backprojection (TDBP) [4], [19] to create an image of the target space. Frequency domain imaging algorithm [20]–[22] directly use the SFCW data to create the target space image. The current imaging algorithms perform matched filtering with the impulse response of the data acquisition process to form the images.

We propose a novel data acquisition and imaging algorithm for SFCW GPRs based on random selection of the measurement frequencies which significantly reduces the data acquisition time and also creates less cluttered target space images when compared to time/frequency domain backprojection. The proposed method depends on a basic assumption of spatial sparsity. Generally potential targets cover a small part of the total subsurface volume to be imaged. Thus, a basic a priori information about the target space is its spatial sparsity, which is not exploited by the standard imaging methods. The spatial sparsity indicates that the
number of targets is much less than the total number of spatial positions. The sparsity property of signals has found many interesting applications including image reconstruction [23], medical imaging [24], radar imaging [25], blind source separation [26], shape detection [27]. Recent results in the theory of compressive sensing (CS) [28]–[30] show how a sparsely representable signal can be reconstructed when sampled with a very small number of measurements. CS takes non-traditional linear measurements, \( y = \Phi x \), in the form of randomized projections. A signal \( x \), which has a sparse representation in a transform domain \( \Psi \), as \( x = \Psi s \) can be reconstructed from \( M = C \left( \mu^2(\Phi, \Psi) \log N \right) K \) compressive measurements exactly with high probability by solving a convex \( \ell_1 \) optimization problem of the following form
\[
\min \| s \|_1, \quad \text{subject to} \quad y = \Phi \Psi s. \tag{1}
\]
which can be solved efficiently with linear programming.

We apply ideas from CS to the problem of GPR subsurface imaging by formulating the imaging problem as a dictionary selection problem. The dictionary entries are produced by discretizing the target space, and synthesizing the GPR frequency model data for each discrete spatial position. Recently, there has been great interest in representing signals as a superposition of elements from an overcomplete dictionary, and many methods have been developed to extract an optimal representation in terms of the given dictionary elements; this kind of search is called Basis Pursuit [31], [32]. The assumptions made here are that the targets are point-like reflectors at discrete locations, the targets do not interact so superposition is valid, and the wave propagation obeys ray theory. The reason we use a point target reflectivity model is that the received data can be easily calculated for a point target. The point-like target assumption is not crucial; other models can be used as long as the received data can be calculated for the assumed target model [11]. The sparsity assumption is also not limited to point targets; other models can be used as long as the targets are sparse or compressible in some transform domain.

Instead of measuring all the frequencies, only a random subset of frequencies is measured and a convex optimization problem similar to (1) which takes into account noisy measurements is solved. This shifts most of the load from the data acquisition to the signal processing. The proposed compressive imaging method is significantly different from the standard imaging approaches of TDBP [4], [19], or frequency-domain migration [20]–[22] algorithms which require a high number of uniform frequency measurements. Also less cluttered images are formed since the formulation forces sparse results. In addition to random sampling in the frequency domain, the spatial aperture can be sampled randomly [33] without degrading the created image significantly. Random spatial sampling gives additional savings in the data acquisition time. Another important property of the proposed method is its ability to resolve closely spaced targets like observed in [34], [35] that cannot be resolved by the standard migration methods. The proposed method doesn’t perform matched filtering which has a resolution limit; instead, it tries to explain the measurements using several elements from a dictionary of measurements.

The organization of the paper is as follows. Section II describes the compressive imaging algorithm. Selection of the algorithm parameters is explained in Section III. Section IV presents results for simulated and experimental SFCW GPR data along with a performance analysis in varying conditions. Conclusions are drawn in Section V.

II. THEORY FOR COMPRESSIVE IMAGING

As the SFCW GPR scans a region, at each scan position it transmits \( L \) continuous sinusoidal signals, sequentially changing the frequency. The transmitted signal for the \( \ell \)-th frequency, \( \omega_\ell = 2\pi(f_0 + \ell \Delta f) \) can be written as
\[
E_T(\ell, t) = A e^{-j2\pi(f_0+\ell \Delta f)t} = A e^{-j\omega_\ell t} \tag{2}
\]
where \( \ell = 0, 1, 2, ..., L-1 \) with \( L \) being the total number of frequency steps, \( \Delta f \) the frequency step interval, and \( f_0 \) the initial frequency. \( A \) is the strength of the transmitted signal.

In the case of a bistatic GPR system in a homogeneous medium with a single target at distance \( R \) from both the transmitting antenna and receiving antenna, the received signal can be written as a time-delayed version of the transmitted signal [8] in (2)
\[
E_R(\ell, t) = \frac{A}{S(R)} \sigma \ e^{-j\omega_\ell (t-2R/c)} = \frac{A}{S(R)} \sigma \ e^{j(2kR-\omega_\ell t)} \tag{3}
\]
In (3) \( \sigma \) is the scattering cross section, \( k \) is the propagation constant, and \( S(R) \) is the spreading function explaining the decay of the signal.

![Fig. 1. GPR measurement setup showing a bistatic scenario.](image)

In the two-layer scenario shown in Fig. 1, a bistatic GPR sensor is situated at a known height from the ground/air interface with buried targets. This is a more general and realistic case, but it is much harder to figure out the time delay. According to the ray theory view of electromagnetic (EM) wave propagation, the transmitted signal follows the path in Fig. 1. At the boundary between two different media (such as air and soil) the propagation direction changes according to Snell’s law, but exact calculation of the refraction points requires the solution of a \( 4^{th} \) degree polynomial. Several approximations are available [36]. After finding the refraction points, the distances \( d_{1,4} \) in Fig. 1 can be calculated. The received signal for a single target at position \( p \) when the GPR is at scan position \( i \) can be written as
\[
E_R(\ell, t, p, i) = \alpha(p) e^{j(k_1(d_1+d_4)+k_2(d_2+d_3)-\omega_\ell t)} \tag{4}
\]
where the distances depend on $p$ and $i \alpha(p) = A \sigma(S(R(p)))$, and $k_1$ and $k_2$ are the propagation constants in air and soil, respectively. The received signal (4) can also be written in terms of the total time delay $\tau_i(p) = (d_1 + d_2)/v_1 + (d_2 + d_3)/v_2$, where $v_1$ and $v_2$ are the propagation velocities in air and soil.

To incorporate prior information about sparsity we must relate the measurements linearly to the spatial domain image as

$$d(u_x, u_y, f) = \Psi \pi_T(x, y, z) \tag{5}$$

where $\pi_T(x, y, z)$ is the target space, $d(u_x, u_y, f)$ are the space-frequency measurements, and $\Psi$ is the operator defining the transform between the two spaces. In practice, we have a discrete version of the forward model (5) in which a sampled $\pi_T$ is related to the observed discrete (noisy) frequency data through a linear discrete operator, i.e., a matrix $\Psi$.

### A. Creating a dictionary matrix for GPR data

To create the forward model $\Psi$, the target space $\pi_T$ which lies in the product space $[x_i, x_f] \times [y_i, y_f] \times [z_i, z_f]$ must be discretized. Here $x_i, y_i, z_i$ and $x_f, y_f, z_f$ denote the initial and final positions of the target space to be imagined along each axis. Discretization generates a finite set of $N$ target points $B = \{\pi_1, \pi_2, \ldots, \pi_N\}$, where each $\pi_j$ is a 3D vector $[x_j; y_j; z_j]$. For any discrete target position the received frequency data for each frequency step and each scan position can be calculated using (4) with $\alpha(p) = 1$. For example, when the GPR is at the $i$th scan position, the $j$th column of $\Psi_i$ which corresponds to a target at $\pi_j$ can be written as

$$[\Psi_i]_{1j} = \exp[-j \omega(t - \tau_i(\pi_j))] \tag{6}$$

where $\omega$ is the vector of $L$ frequencies. Repeating (6) for each discrete target position creates the dictionary $\Psi_i$ of size $L \times N$ when the GPR is at the $i$th scan position.

The frequency response measurements at the $i$th scan position for $P$ targets can be written as

$$\zeta_i(\omega) = \sum_{k=1}^{P} b(k) \exp[-j \omega(t - \tau_i(\pi_k))] \tag{7}$$

assuming that the targets do not interact, i.e., superposition is valid. In terms of the dictionary matrix, we write (7) as

$$\zeta_i(\omega) = \Psi_i b \tag{8}$$

where $b$ is a weighted indicator vector defining the target space, i.e., if there is a target at $\pi_j$, the value of the $j$th element of $b$ should be $A \sigma_j/S(R)$, otherwise, it is zero. Our goal is to find $b$ which is actually an “image” of the medium. We assume that $S(R)$ is unknown and include it in the estimation of $b$; but if $S(R)$ were known it could be included a priori.

### B. Random Frequency Sampling

Standard SFCW GPRs measure at a fixed set of $L$ frequencies for each scan position, hence the dimension of $\zeta_i$ is $L \times 1$. We propose a new data acquisition model based on compressive sampling (CS) [28]–[30] which would require many fewer samples to construct the target space image $b$, if the target space is sparse. In the spirit of CS a very small number of “random” measurements carry enough information to completely represent the signal. Thus, we measure at a random subset of $M$ frequencies for each scan position. In matrix form the new measurements $\beta_i$ can be written as

$$\beta_i = \Phi_i \zeta_i = \Phi_i \Psi_i b. \tag{9}$$

where $\Phi_i$ is an $M \times L$ measurement matrix constructed by randomly selecting $M$ rows of an $L \times L$ identity matrix, which amounts to measuring random frequency points at the $i$th scan position. This reduces the data acquisition time by a factor of $L/M$ for SFCW GPRs. Note that $\Phi_i$ which defines the measurements might be different for each scan position. The effects of selecting the same or a changing $\Phi_i$ for each scan position will be discussed in Section IV.

### C. Compressive GPR Imaging

For imaging we use $K$ scan positions and form a “super problem” with the composite matrices $\Psi = [\Psi^T_1, \ldots, \Psi^T_K]^T$, and $\Phi = \text{diag}(\Phi_1, \ldots, \Phi_K)$, and the measurements $\beta = [\beta^T_1, \ldots, \beta^T_K]^T$. The result of the CS theory is that the target space indicator vector $b$ can be recovered exactly (with overwhelming probability) if the number of measurements $MK$ is $O(Q(\mu^2(\Phi, \Psi) \log N))$ [29], where $Q$ is the number of sparse targets and $\mu(\Phi, \Psi)$ is the coherence between $\Phi$ and $\Psi$ [37]. The recovery of $b$ is done by solving a constrained $\ell_1$ minimization problem

$$\hat{b} = \arg\min \|b\|_1 \quad \text{s.t.} \quad \beta = \Phi \Psi b \tag{10}$$

The equality constraint in (10) is only valid for the noiseless case. If the GPR signal is noisy, then the measurements $\beta_i$ at the $i$th scan position have the following form:

$$\beta_i = \Phi_i \zeta_i = \Phi_i \Psi_i b + u_i \tag{11}$$

where $u_i = \Phi_i n_i \sim \mathcal{N}(0, \sigma^2)$ and $n_i$ is the concatenation of the noise samples at scan position $i$, assumed to be $N(0, \sigma^2_n)$. Since $\Phi_i$ is deterministic, we have $\sigma^2 = (\sum_{i=1}^{N_i} \Phi_{im}^2) \sigma^2_n$. Hence, if we constrain the norm of the $\phi_{im}$ vectors to be one, then $\sigma^2 = \sigma^2_n$.

It is shown in [38]–[41] that a stable recovery of the sparsity pattern vector $b$ is possible by solving a modified convex optimization problem, called the Dantzig Selector [39],

$$\hat{b} = \arg\min \|b\|_1 \quad \text{s.t.} \quad \|A^T(\beta - Ab)\|_\infty < \epsilon_1 \tag{12}$$

where $A = \Phi \Psi$. Another possible solution comes from constraining the $\ell_2$-norm of the measurement error

$$\min \|b\|_1 \quad \text{s.t.} \quad \|\beta - Ab\|_2 < \epsilon_2 \tag{13}$$

The target space images can be created using (12) or (13), but the $\ell_1$ minimization in (12) is a linear program and easier to implement than (13) which is a second-order cone program [42]. The optimization problems in (10), (12) and (13) all minimize convex functionals, so a global optimum is guaranteed.

The convex optimization programs use interior point methods that iterate Newton’s method. For optimizing (12) or (13),
the cost is $O(N^3)$ with the observation that the number of iterations typically stays quite low, almost independent of the size of the problem [42], [43]. A theoretical worst case bound on the number of iterations is given as $O(\sqrt{N})$ [43]. The computational complexity is higher than that of BP which has a complexity of $O(NL)$ where $L$ is the total number of frequency steps used. However, the benefit is generality, low number of measurements and lower data acquisition times, lower cluttered images and increased resolution.

III. SELECTION OF ALGORITHM PARAMETERS

An important part of the proposed subsurface imaging system is the selection of two algorithm parameters: the spatial grid density, $N$, and the regularization parameter, $\epsilon_1$ in (12) or $\epsilon_2$ in (13), that controls the tradeoff between the sparsity of the solution and the closeness of the solution to the data.

Since discrete spatial grid positions are used to create the sparsity dictionary, the estimates of the target locations are confined to that grid. Increasing $N$ makes the grid finer, but it also increases the algorithm complexity. Our method is suitable for multiresolution grid refinement. Initially a coarse grid might be used to obtain approximate knowledge of possible target locations. Later, the grid can be refined in regions where better precision is required. Making the initial grid too rough might introduce substantial bias into the estimates. Our results indicate that using a 0.5 – 1 cm depth spacing usually suffices.

Selecting a proper regularization parameter $\epsilon$ is very important. If $\epsilon$ is not set properly (12) either will not fully reconstruct the sparsity pattern vector and miss some targets (underfitting), or try to explain a significant portion of the noise by introducing spurious peaks. When the noise statistics of the data are known, a “good” choice of $\epsilon$ can be made. For example, with additive $N(0, \sigma^2)$ noise, selecting $\epsilon = \sqrt{2 \log N \sigma}$ makes the true $b$ feasible with high probability [39].

In most cases the noise statistics are unknown and need to be estimated. We propose an automatic method for selecting the regularization parameter based on cross-validation (CV) [44] that does not require any knowledge or estimate of noise statistics. The method depends on separating the measurements into two sets: the estimation set and the CV set. The CS imaging method is applied to the estimation set with an initial selection of $\epsilon$, and the method’s result is tested on the CV set. As the algorithm iterates the prediction performance in the CV set increases. When the method starts to overfit the estimation data set, i.e., estimating the noise, performance in the CV set decreases. Further decrease in $\epsilon$ is not beneficial and the algorithm should be terminated.

The CV based algorithm consists of the following steps:

(i) Initialization: Set $\epsilon = \alpha \|A_E^T b_E\|_\infty$, $b = 0$ and $i = 1$. An initial $\epsilon$ that prevents the method from overfitting the data can be selected by setting $\alpha = 0.99$. Note that for $\alpha > 1$, automatically $b = 0$ is the minimum $\ell_1$ norm solution.

(ii) Estimation: Apply (12) to get an estimate of target locations $\hat{b}^{(i)}$.

(iii) Cross-Validation: if $\|A_{CV}^T (\beta_{CV} - A_{CV} \hat{b}^{(i)})\|_\infty < \epsilon$ then set $\epsilon = \|A_{CV}^T (\beta_{CV} - A_{CV} \hat{b}^{(i)})\|_\infty$, else terminate the algorithm

(iv) Iteration: Increase $i$ by 1 and iterate from Step (ii).

IV. RESULTS

In this section, several simulated and experimental data results for the CS method are presented. First, to illustrate the random frequency sampling idea we test with a 2D homogeneous target space of size $30 \times 30$ containing three randomly placed point targets. A bistatic antenna with a 5 cm transmitter-receiver spacing at a height of 10 cm collects frequency domain measurements at frequencies from 100 MHz to $10$ GHz with $100$ MHz frequency steps. Thus at each scan position the GPR collects 100 frequency measurements. The true target space image and the noisy space-frequency domain measurements are shown in Fig. 2 (a,b).

![Fig. 2. (a) Target space, (b) Noisy space-frequency domain target space response at SNR = 10 dB for 30 scan positions, (c) Black points indicate the randomly measured frequencies when 20% of the total frequencies are used, (d) Frequency domain BP method using only the randomly selected target points, (e) Frequency domain BP method using only the randomly selected 20% , (f) Solution obtained with the CS method using (12).](image-url)

Instead of measuring all 100 frequencies, we only use a random subset of 20 frequencies at each scan position. If we had measured all the space-frequency domain data and applied frequency domain BP, we would obtain the image shown in Fig. 2(d). The three targets can be seen clearly with small “blobs” around the correct target position. If we apply frequency domain BP to the randomly selected data, the resulting target space image is severely degraded as shown in Fig. 2(e). For the proposed CS method solving (12) with the randomly selected data generates the target space image shown in Fig. 2(f). For the numerical solution of (12) a convex
optimization package called CVX [45] was used. The CS method finds the correct target positions with less clutter since the convex optimization program forces sparse solutions. All the target space images in Fig. 2(d,e,f) are normalized to their own maxima and are shown on the same 40 dB scale. As seen from the results while using a small number of frequencies, the CS method could generate a less cluttered image that is better than the BP method using all the frequency data.

As part of the testing, the target space image was formed 100 times by selecting an independent random measurement matrix at each time and applying the CS algorithm. It is observed that the algorithm introduces no bias to the target position estimates. Likewise, any random subset of frequencies works equally well as long as it contains more than the minimal number of measurements. Note that the minimal required number of frequency measurements increases linearly with the number of reflectors in the image. Next the performance of the algorithm in varying noise levels and the effect of using a different number of frequencies are discussed.

A. Performance in Noise

To analyze the impact of noise level on the estimated target positions and the image quality two simulations were done. First, with frequency domain GPR data for a single point target SNRs from −25 dB to 15 dB are tested with 50 different trials using additive CWGN at each SNR level. The target space is constructed via the CS algorithm using (12), and via BP with the random set frequency measurements at each scan position. For each SNR level the variance of the estimated target locations is calculated and plotted in Fig. 3(a) for BP and the CS method. It can be observed that the CS method using the same number of frequency measurements has smaller variances than the BP method. At high SNRs the variance of BP does not change too much because BP reaches its resolution limit. The CS method provides much lower variances indicating increased resolution, which has also been observed in similar sparse signal reconstruction applications [46], [47]. We discuss this further in Section IV-C.

Secondly, we looked into the effect of noise on image quality and consistency. For this test, frequency GPR data is generated for three random point targets and corrupted with additive CWGN. After 50 trials, Fig. 3(b) shows the normalized variance of the images versus SNR level. Smaller image variance is an indication of both a correctly reconstructed and a sparse image. The CS method has much lower image variance than BP using the same number of measurements. This is because the CS method favors sparse solutions. This also indicates that the CS method is more robust compared to BP when the frequency measurements are selected at random.

B. Random Spatial Sampling

A joint convex optimization problem using frequency measurements from different scan positions is solved in (12) to create the target space image. The measured scan positions can be selected at random to reduce the number required for correct target space reconstruction. In Fig. 2, 20 frequency measurements at 30 scan positions were used. In this example, the same data set is used, but now 20 random frequencies are measured at only 10 randomly selected scan positions out of the 30. The measured space-frequency points are shown in Fig. 4(a). It can be observed that while reducing spatial samples highly degrades the BP image, the CS method could still generate an image comparable to BP with all the scan positions.

To better compare the effect of reduced random spatial sampling on both the CS method and BP, a Monte Carlo simulation was performed. Noisy GPR data for three point targets were generated for 30 scan positions with SNR = 10 dB. The target space is constructed using a subset of the random frequency measurements while varying the number of scan positions from 6 to 30. A subset of scan positions is randomly selected and the target space is reconstructed with (12) using only the measurements from the selected scan positions. This procedure is repeated 100 times with random aperture selections. Two cases are tested. In Case 1, \( M = 20 \) out of 100 frequencies are measured at the selected scan positions, for a total of 600 measurements when all 30 scan positions are used. In Case 2, the total number of measurements is kept at 600, i.e., when 15 scan positions are used \( M = 40 \) in Case 2, but Case 1 still uses \( M = 20 \). Table I shows the normalized image variance versus the number of scan positions, for both the CS method and BP.

It can be observed from Table I that decreasing the number of apertures increases the variance of the target space image for both algorithms, even when the total number of measurements is fixed (Case 2). But the new CS method has a much lower variance than the BP method using the same measurements.
TABLE I
<table>
<thead>
<tr>
<th>Reduced Spatial Sampling Test</th>
<th># of Apertures</th>
<th>30</th>
<th>20</th>
<th>10</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>CS</td>
<td>0.020</td>
<td>0.048</td>
<td>0.083</td>
<td>0.167</td>
</tr>
<tr>
<td></td>
<td>BP</td>
<td>0.745</td>
<td>0.868</td>
<td>0.976</td>
<td>1.072</td>
</tr>
<tr>
<td>Case 2</td>
<td>CS</td>
<td>0.020</td>
<td>0.040</td>
<td>0.083</td>
<td>0.135</td>
</tr>
<tr>
<td></td>
<td>BP</td>
<td>0.745</td>
<td>0.778</td>
<td>0.801</td>
<td>0.824</td>
</tr>
</tbody>
</table>

Thus the CS method is more robust to the random selection of frequencies or scan positions. In comparing Cases 1 & 2, more measurements at each scan position won’t decrease the variance for CS significantly, but additional measurements will reduce the variance for BP.

C. Increased Resolution

One of the important properties of the CS method is its ability to resolve targets spaced closer than the conventional range resolution of an SFCW GPR, defined as \( \Delta R = c/(2L\Delta f) \), where \( \Delta f \) is the frequency step, \( L \) is the speed of the wave in the medium, and \( c \) is the speed of the wave in the medium. To study this increased resolution property, a simulation is done with two point targets in air separated by 10 cm in height, at positions (0,45) cm and (0,55) cm. The CS method creates a much sparser target space, both methods are able to resolve the two targets at their correct positions. However, if the two targets are moved closer at (0,45) cm and (0,50) cm with a separation of 5 cm which is smaller than the resolution limit for the 2 GHz bandwidth, then Figs. 5(c) and (d) are obtained. While BP cannot resolve the two targets because they merge into a single peak, the CS method resolves both targets at their correct positions. This is because the CS method doesn’t perform a matched filtering operation, which would impose a resolution limit. Instead CS tries to explain the measurements using the least number of columns from its dictionary of measurements. The sparsity information about the image yields this increased resolution—a fact that has also been reported in other sparse signal reconstruction applications [46], [47].

D. Effect of Bandwidth

The bandwidth of the measured frequency spectrum is an important parameter in the SFCW GPRs. The CS method can generate sparse target space images even using small bandwidths, whereas standard imaging methods fail to produce a focused image. As a test of bandwidth, a sample target space containing two point targets at (10,37) cm and (−10,37) cm was imaged using bandwidths of 1, 3 and 7 GHz. One hundred trials were made and at each trial half of the frequency points for each bandwidth case were randomly measured. Noise (CWGN) was added to the measurements at an SNR of 10 dB. The mean of the generated target space images using BP and the CS method are shown in Fig. 6. While increasing the bandwidth results in more focused images for BP, the CS method is able to reconstruct a very sparse image even for the low bandwidth case of 1 GHz.

E. Experimental Results

The CS algorithm was tested on experimental SFCW GPR data collected from a model mine field at the Georgia Institute of Technology [14], [48]. The GPR antenna [49] consists of 8 bistatic pairs having varying transmitter-receiver distances, but for the results shown in this section only the data from the closest bistatic pair is used. The GPR sweeps 379 equally-spaced frequency points from 500 MHz to 8.06 GHz. For comparison reasons the full space-frequency domain data is measured and the random frequency selection results are created by only using the selected measurements. The data is publicly available online at http://users.ece.gatech.edu/wrscott/ in MATLAB format files. Two scenarios are tested.

GPR Air Results: The first experiment involves imaging a 1” diameter metal sphere held in the air at a height of 36.5 cm on a styrofoam support. The experimental setup is shown in Fig. 7(a). Both the GPR antenna and the target are in air, so the wave speed is \( c = 3 \times 10^8 \text{ m/s} \). The GPR scans the region in 2 cm increments at a constant height of 90.8 cm above the ground level. The metal sphere is positioned at \( x = 0 \text{ cm} \). The magnitude of the raw frequency domain data measured over the target for a 2D slice is shown in Fig. 7(b). This data contains reflections from the sphere as well as the ground.

If we had measured all of the space-frequency data and imaged the target space using BP, we would obtain the image in the top panel of Fig. 7(c). Instead of using all the space-frequency data, only 30 out of 379 frequency points are randomly selected at each aperture to be used for imaging.

Figures 5(a) and (b) show the target space constructed using the BP and the CS methods, respectively. Although the CS method creates a much sparser target space, both methods are able to resolve the two targets. However, if the two targets are moved closer at (0,45) cm and (0,50) cm with a separation of 5 cm which is smaller than the resolution limit for the 2 GHz bandwidth, then Figs. 5(c) and (d) are obtained. While BP cannot resolve the two targets because they merge into a single peak, the CS method resolves both targets at their correct positions. This is because the CS method doesn’t perform a matched filtering operation, which would impose a resolution limit. Instead CS tries to explain the measurements using the least number of columns from its dictionary of measurements. The sparsity information about the image yields this increased resolution—a fact that has also been reported in other sparse signal reconstruction applications [46], [47].
This gives more than a factor of 10 savings in data acquisition time if we only measure these frequencies. Applying BP to this randomly sampled data gives the image in the middle panel which is severely degraded compared to the top image. However, the CS method using the same randomly selected data set generates the bottom image shown in Fig. 7(c) which is a sparse image with much less clutter than BP. It consists of several point targets near the top of the metal sphere which seem to provide the necessary sparse fit to the measured data.

Another scheme for reducing the number of measurements would be uniform sampling over the bandwidth with larger frequency steps. Backprojection and the CS method are applied to data which uses only 30 frequencies uniformly sampled over the full bandwidth at each scan position. The BP image shown in top panel of Fig. 7(d) is much more focused image than the one created using randomly selected data, however, it is still more cluttered than the full data BP or the CS-processed image shown in the bottom panel of Fig. 7(d). The BP image varies significantly with a change in the subset of frequencies, but the CS method remains relatively stable.

**Buried Target Results:** In this experiment, two anti-personal TS-50 mines and a nylon cylinder are buried in a sandbox at various depths. The targets are collinear, so the SFCW GPR can measure one line scan over the targets. The phase centers of the antennas are elevated 27.8 cm above the surface, and the transmitter-receiver distance is 12 cm. The spatial step size for the GPR scan is 2 cm. Figure 8(a) shows the experimental setup and the actual target positions with their corresponding sizes. At each point 379 frequency points are measured. The magnitude of the measured raw frequency domain data is shown in Fig. 8(b).

The frequency domain BP result using all the space-frequency data is shown in Fig. 8(c). The three objects can be seen in the migrated BP image. The CS method uses 100 random frequency points instead of 379 and yields the target space image in Fig. 8(d) in which all the targets can be seen with less clutter in the image. Note that the reflections in Fig. 8(b) are mostly due to the reflection off the surface with only a minor part due to the mines. Both methods are pulling these small mine reflections out of the larger surface reflection.

**V. CONCLUSIONS**

A novel data acquisition and imaging algorithm for stepped frequency GPRs is demonstrated. The new method exploits the sparseness in the target space to reduce the data acquisition time significantly by decreasing the total number of measurements. An $\ell_1$ minimization problem is solved to reconstruct the target space image from a small number of random space-frequency measurements. Initial results show that extremely sparse images can be obtained with the proposed method compared to standard backprojection imaging algorithms.

**REFERENCES**

Fig. 6. Effect of bandwidth on the target space image created by both BP and the new CS method. (a), (b) and (c) are target space images created by BP at bandwidths of $1[3.5-4.5]$, $3[2.5-5.5]$ and $7[0.5-7.5]$ GHz, respectively. (d),(e) and (f) are target space images created by CS at bandwidths of 1, 3 and 7 GHz, respectively.