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Abstract

Although it is commonly assumed that the use
of topology control can improve the throughput ca-
pacity of wireless networks, analytical results on
this topic are sometimes contradictory and no com-
prehensive simulation study has been attempted.
In this paper, we report the results of a packet-
level simulation-based study of topology control in
CSMA/CA networks. The results demonstrate sig-
nificant throughput increases from certain topology
control protocols at moderate to high node densi-
ties and high loads. The results indicate, however,
that very sparse topologies (e.g. the minimum span-
ning tree) actually reduce throughput considerably
compared to networks without topology control.
The results also indicate that, within the range of
parameters studied, it is necessary to allow nodes
to have distinct transmission powers in order to in-
crease throughput.

1. Introduction

The problem of identifying an optimal network
topology for maximizing capacity has been widely
studied in the literature since the seminal work
of Gupta and Kumar [6]. In that work, the au-
thors proved upper and lower bounds on the per-
node capacity in wireless ad hoc networks con-
sidering different interference models. Some of
the results suggest that using the minimal possi-
ble transmit power that preserves connectivity is
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the best choice for maximizing capacity. Motivated
by this work and by the fact that lowering trans-
mission power also has the positive effect of re-
ducing node energy consumption, researchers have
proposed distributed protocols aimed at building
relatively sparse yet connected network topologies
[3, 5, 7, 8, 9, 10, 11, 12, 16].

Despite the amount of theoretical work, little ev-
idence of the actual benefits of topology control
on network capacity has been presented. To our
knowledge, only a few papers report any simula-
tions showing throughput capacity improvements
of topology control [8, 10]. In fact, a recent paper
[1] partially contradicts the motivation for topology
control by showing that, under the physical inter-
ference model, the capacity of an ad hoc network is
maximized by increasing the node transmit power
to the maximum possible level. This finding is con-
firmed by the experimental-based analysis in [15],
in which it is shown that transmitting at maximum
power with blacklisting (i.e., removing unreliable
links) maximizes the packet delivery rate in a wire-
less sensor network. In another recent paper [4], it
is shown that by using more realistic energy and in-
terference models, different conclusions about what
is the optimal network topology are drawn.

Summarizing, the fundamental question: “what
is the capacity-maximizing network topology?” is
still open to date. It is our strong belief that the an-
swer to this question depends on many factors (traf-
fic patterns, node distribution, interference model,
MAC protocol, etc.), and that different topologies
will turn out to be optimal in different settings.

In this paper, we consider one specific setting,
where the MAC is based on CSMA/CA, and we
perform an extensive simulation-based study of the
effects of different topology control techniques on



network capacity. We consider a broad range of
possible topologies, starting from the sparsest pos-
sible connected topology (the MST), up to the
maximally-connected topology (i.e., each node is
transmitting with maximum power). The results
show that protocols that substantially reduce trans-
mission power without generating an extremely
sparse topology can produce significant throughput
increases compared to the maximally-connected
topology.

2. Throughput Capacity in Wireless Nets

2.1. Interference Models

Two models for interference have been used in
the literature to evaluate wireless network capac-
ity [6], namely the protocol interference model and
the physical interference model.

In the protocol interference model, each trans-
mission has a range rps , which is determined by the
transmission power ps used by the sender s. In this
model, a transmission from s is received correctly
at a receiver d if and only if:

1. d is at distance no greater than rps from s, and

2. any other node s′ �= s, which is transmitting
at any point during the duration of the trans-
mission from s to d, is at a distance at least
(1 + ∆)rps′ from d.

In the physical interference model, a signal prop-
agation model is used to determine transmission
strength, which decays with distance. A transmis-
sion is received correctly if the signal to noise ratio
of the transmitted signal at the receiver is above a
specified threshold. In this model, one of two trans-
missions that interfere with each other can be prop-
erly received if its signal strength at the receiver is
much greater than the competing signal’s strength.
The specification of the physical interference model
is dependent on the details of the signal propagation
model, for which there are several choices.

Figure 1 shows a situation where four nodes are
communicating, with node A sending to node B and
node C sending to node D. In the protocol interfer-
ence model, both transmissions fail if they are con-
current with each other, because Condition 2 is vi-
olated for both receiving nodes B and D. However,
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Figure 1. Interference of Transmissions: A
to B and C to D

in the physical interference model, it is possible that
the two transmissions can be concurrent and still be
received correctly at the respective receivers.

In [6], it is shown that capacities under the phys-
ical and protocol interference models are within a
constant factor of each other when signal strength
decays as the square of distance (a common as-
sumption for signal propagation models). In [1],
it is shown that, assuming the physical interference
model with TDMA scheduling but independent of
traffic model and node placement, capacity is max-
imized when each node’s transmission power is set
high enough to reach all other nodes (i.e. the net-
work is completely connected). Such a result does
not hold under all traffic models for the protocol in-
terference model, however. For example, with the
protocol interference model applied to Figure 1, the
capacity is simply the capacity of the channel be-
cause only one node can successfully transmit at a
time. However, if nodes A and C reduce their trans-
mission powers so that their transmissions do not
interfere, then the capacity is doubled.

Thus, for the physical interference model, high
transmission powers do not negatively impact ca-
pacity and topology control will not improve capac-
ity. However, in the protocol interference model,
high transmission powers can negatively impact ca-
pacity and it is worth investigating the potential ca-
pacity and throughput benefits of topology control.

2.2. Impact of MAC Approach

In this paper, we focus on MAC protocols based
on CSMA/CA. This includes the MAC protocols
of several standard wireless network technologies,
e.g. 802.11 and 802.15.4. In CSMA/CA, when a



node has a packet to send, it delays its transmis-
sion until it senses that the communication chan-
nel is free. Thus, the only way that two transmis-
sions within range of each other can occur at the
same time (thus interfering) is if the transmissions
are started at the same moment so that both senders
think that the channel is free. Random delays are
inserted in CSMA/CA at each pending sender when
the channel becomes free in order to reduce the
probability of simultaneous start times.

The effect of CSMA/CA is to produce network
capacity characteristics that are more like those
with protocol interference rather than physical in-
terference. This is because concurrent transmis-
sions that are within range to interfere with each
other are prevented with high probability. Thus,
CSMA/CA will prevent A and C from transmit-
ting simultaneously in the Figure 1 example. Thus,
CSMA/CA networks will potentially sacrifice net-
work capacity unless they can reduce interference,
possibly through the use of topology control.

3. Simulation Environment

3.1. GTNetS

All of our simulations were performed using
the Georgia Tech Network Simulator (GTNetS) [13,
14]. GTNetS is a scalable simulation tool designed
specifically to support large–scale simulations. The
design of the simulator closely matches the de-
sign of real network protocol stacks and hardware.
The simulator has an object-oriented design, which
eases extensibility of existing simulation models.
It includes detailed models for many protocols, in-
cluding TCP, UDP, IPV4, 802.3, 802.11, EIGRP,
OSPF, BGP, DSR, and AODV.

For wireless simulations, the accuracy and com-
putational overhead for the physical layer model-
ing is an important tradeoff. In GTNetS, the default
model for wireless path loss calculations is a two–
ray model with a carrier sense threshold of -78dBm
and a receive threshold of -64dBm. Our simulations
make use of 802.11 and therefore, the interference
behavior is similar to that of the protocol interfer-
ence model (see Section 2.2).

3.2. Simulation Setup

Our simulation setup is based on the random
network model of Gupta and Kumar [6]. In this
model, n nodes are independently and uniformly
distributed over the deployment region (1 km ×
1 km in our simulations). Each node sends con-
stant bit rate (CBR) traffic to a random destination
selected as follows. For each source node, a uni-
formly distributed point in the deployment region
is selected. The destination for this source is then
chosen as the node (other than itself) that is closest
to the randomly selected point. Aggregate through-
put (the sum of per node throughputs) is calculated
for varying bit rates and varying n. Values of n con-
sidered are 50, 100, 150, and 200. Since the nodes
are distributed over a fixed size region, increasing
n corresponds to increasing node density.

The topologies simulated are as follows:

• kNeigh [3]: nodes set their transmission range
to reach the k closest nodes (k is set to ensure
that 95% of the topologies derived from ran-
dom networks are connected)

• kNeighLev [2]: a version of kNeigh with dis-
crete transmission power levels (power levels
are taken from the Cisco Aironet 350 wireless
interface card)

• CBTC [16]: the cone-based protocol of Wat-
tenhofer, et al.

• Common Power: each node uses the same
transmission power (transmission power is set
to ensure that 95% of the topologies derived
from random networks are connected)

• MST [7]: a localized algorithm that approxi-
mates the minimum spanning tree

• Maximum Power: nodes transmit with the
802.11 maximum range

For a given set of random node locations, the
topologies are computed off-line and input into GT-
NetS by setting the radio range of each node ap-
propriately. Thus, all simulations are done in the
restricted topologies. A first simulation phase is
executed in which each node pings its destination
in order to discover a route to it. Once this first
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Figure 2. Throughput vs. Bit Rate (n=150)

phase is completed, the CBR sources begin send-
ing using the cached routes. Since nodes are sta-
tionary in these simulations, routes remain good
for the duration of the simulation and no route dis-
covery packets interfere with this second simula-
tion phase, during which throughput is measured.
The GTNetS CBR application sends packets unreli-
ably and, therefore, lost packets are simply dropped
and there is no throughput degradation due to ac-
knowledgement packets, recovery of lost packets,
nor congestion control.

4. Simulation Results

First, we discuss the behavior of throughput with
increasing load and fixed node density. For low
node density (n = 50), we found relatively small
differences between all of the simulated topologies
except MST. For all but the lowest bit rates and
for all node densities, the throughput of MST is
substantially lower (20–25% or more) than any of
the other topologies. This indicates that the goal
of some topology control protocols to produce the
sparsest possible topology is in direct conflict with
the goal of maximizing network throughput.

When node density is higher, differences be-
tween the topologies emerge. We focus on the
n = 150 case (see Figure 2), which is the most
interesting. In this figure, throughput tracks the
maximum possible (150 times the bit rate) up to
2 KB/sec. when collisions and 802.11’s RTS/CTS
start to impact the results. At moderate bit rates,
the differences between topologies are relatively
small. However, at higher bit rates, some of the
topology control protocols are able to produce sig-
nificantly higher throughputs as compared to no
topology control (Maximum Power). For exam-
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Figure 3. Throughput vs. n (Load = 256
KB/s)

ple, kNeigh’s throughput at 256 KB/sec. load is
greater than 700 KB/sec., which is almost 75%
greater than that of Maximum Power.1 Both CBTC
and kNeighLev significantly outperform Maximum
Power as well. These results conclusively show that
the use of topology control can produce significant
throughput improvements at high loads.

Figure 3 shows throughput performance vs.
node density for an offered load of 256 KB/sec.
The figure shows that the topology control pro-
tocols begin to show throughput improvements at
n = 100, have dramatic benefits at n = 150, and
show smaller improvements at n = 200. Thus, it is
possible that once node density becomes too high,
topology control will no longer be able to increase
throughput. Verifying this conjecture is the subject
of future research.

Some topology control protocols, e.g. [12], en-
sure that all nodes select a common transmission
power, which is typically less than the 802.11 max-
imum power. In order to set the common power
high enough to ensure connectivity, some nodes
may end up with a higher transmission power than
if heterogeneous power settings are allowed. Fig-
ures 2 and 3 show very little difference between
Common Power and Maximum Power topologies.
This shows that, for the node densities studied, the
higher transmission powers of common power pro-
tocols do not allow interference ranges to be re-
duced enough to provide throughput improvements
compared to the Maximum Power topologies.

1The min. point of kNeigh’s 95% confidence interval is
about 35% higher than the max. point of Maximum Power’s
95% confidence interval, which is still a substantial difference.



It is also interesting to compare topologies in
which transmission powers can be set to arbitrary
values to those with a discrete set of power lev-
els. kNeigh and kNeighLev topologies provide
such a comparison. The maximum throughput dif-
ference between these topologies was about 17%
for n = 150 and a load of 256 KB/sec, and the
discrete kNeighLev topologies still produced sig-
nificantly higher throughputs than without topology
control. This indicates that the use of real network
interfaces, which are limited to discrete power lev-
els, does not eliminate the throughput benefits pro-
vided by topology control.

One unusual aspect of Figure 2 is the spike in
throughput at a load of 4 KB/sec., particularly for
Maximum Power and Common Power. As ex-
plained previously, the throughputs achieved are
the maximum possible up to 2 KB/sec. It appears
that the Maximum Power and Common Power
topologies continue to track this ideal throughput
curve longer than the other topologies. This is
probably due to the longer path lengths that are
produced when transmission powers are reduced
substantially as is the case for kNeigh and CBTC.
Longer path lengths mean that the total number of
packets in the network is larger. Thus, we expect
that the negative effects caused by collisions and
802.11’s RTS/CTS occur earlier for these protocols.

5. Conclusion

Results from this study lead to three major con-
clusions: (1) topology control can produce signif-
icant throughput improvement at moderate to high
node densities, (2) for the node densities studied,
using a common power level does not reduce inter-
ference enough to increase throughput, and (3) ex-
tremely sparse topologies such as minimum span-
ning trees have poor throughput performance.

References

[1] A. Behzad, I. Rubin, ”High Transmission Power
Increases the Capacity of Ad Hoc Wireless Net-
works,” IEEE Trans Wireless Comm (to appear).

[2] D.M.Blough, M.Leoncini, G.Resta, P.Santi,
“K-NeighLev: a Practical Realization of
Neighborhood-Based Topology Control in Ad

Hoc Networks,” Tech. Rep. IIT-TR-09/2003,
Istituto di Informatica e Telematica, Pisa, Italy.

[3] D.M. Blough, M. Leoncini, G. Resta, P. Santi,
“The k-Neighbors Protocol for Symmetric Topol-
ogy Control in Ad Hoc Networks”, Proc. ACM
MobiHoc, pp. 141–152, 2003.

[4] D.M. Blough, M. Leoncini, G. Resta, P. Santi,
“Topology Control with Better Radio Models: Im-
plications for Energy and Multi-hop Interference”,
Proc. IEEE/ACM MSWiM, 2005.

[5] M. Burkhart, P. Von Rickenbach, R. Wattenhofer,
A. Zollinger, “Does Topology Control Reduce In-
terference?”, Proc. ACM MobiHoc, 2004.

[6] P. Gupta, P.R. Kumar, “The Capacity of Wireless
Networks”, IEEE Trans Info Theory, 46(2), 2000.

[7] N. Li, J. Hou, L. Sha, “Design and Analysis of an
MST-based Topology Control Algorithm”, Proc.
IEEE Infocom, 2003.

[8] N. Li, J. Hou, “Localized fault-tolerant topology
control in wireless ad hoc networks”, IEEE Trans.
on Parallel and Distributed Systems (to appear).

[9] X.Y. Li, W.Z. Song, W.Z. Wang, “A Unified En-
ergy Efficient Topology for Unicast and Broad-
cast”, Proc. ACM MobiCom, 2005.

[10] J. Liu, B. Li, “MobileGrid: Capacity-aware Topol-
ogy Control in Mobile Ad Hoc Networks”, Proc.
IEEE Int. Conference on Computer Communica-
tions and Networks, pp. 570–574, 2002.

[11] K. Moaveni-Nejad, X.Y. Li, “Low-Interference
Topology Control for Wireless Ad Hoc Net-
works”, Ad Hoc and Sensor Networks: an Inter-
national Journal, Vol. 1, n. 1–2, pp. 41–64, 2005.

[12] S. Narayanaswamy, V. Kawadia, R.S. Sreenivas,
P.R. Kumar, “Power Control in Ad Hoc Networks:
Theory, Architecture, Algorithm and Implementa-
tion of the COMPOW Protocol”, Proc. European
Wireless, pp. 156–162, 2002.

[13] G. Riley, “The Georgia Tech Network Simulator,”
ACM SIGCOMM MoMeTools Workshop, 2003.

[14] http://www.ece.gatech.edu/research/labs/MANI-
ACS/GTNetS/.

[15] D. Son, B. Krishnamachari, J. Heidemann, “Ex-
perimental Study of the Effects of Transmission
Power Control and Blacklisting in Wireless Sen-
sor Networks”, Proc. IEEE Secon, 2004.

[16] R. Wattenhofer, L. Li, P. Bahl, Y.-M. Wang, “Dis-
tributed Topology Control for Power Efficient Op-
eration in Multihop Wireless Ad Hoc Networks”,
Proc. Infocom 2001.


