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pernmental Results
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. __Problem Statement

> TS clee dliries in rezl-iime sysierms Tre o H:lrrlwmra/Sof'rvv:lr@

ZVV OIS CaSEfRESPoNSENME(VVERIT: E | )3 o J]__‘_frll‘ 0)] —J—'Fr]-FH:\\\ 0)
mertrom armval of a task terts completior

: > HW VS' SW — Software Hardware Base
. “Timing-of HW-is:more predictable - some el B e
SW. functions transferred to HW
v' SW timing analysis is unavoidable em—
. . . - EC] too
» Caches complicate timing analysis I
»> Assumptions
»> Multi-tasking, uniprocessor g 4h 42
) . . 3y w/ dyn. +SoCLC +
» Fixed Priority Scheduling (e.g., RMS) memory JY °
plive
-Cache (inc. seta: jati oo P _
| _
CRT eStlmate Exect;(t)atzZCinile
» Cache reload costs due to preemptions i B
> Schedulability analysis S D
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Pravious Wori

e i—

- > Methods-for timing analysis
» Limit cache usage

» Static timing analysis

» Monitor

@

e——
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- ‘—'—"—'V‘SIVIA"RT (S“ﬂategm Memory Allocatlon for Rea1 me Systems)

— Cache [Kirk]

v Assign cache lines to tasks according to their CPU utilization
v Column Cache [Suh and Rudolph]

v Cache is partitioned at the granularity of cache columns

v No cache evictions among tasks -
v’ Data-Replace Controlled Cache [Maki et al.]

v" Specific instructions are used to lock cache lines in order to prevent
cache eviction

ﬁoﬂware-Approaches E
- v 0S-Co re |

—

ort for Software-based Cache Partitioning [Mueller]
» Need customized hardware or specific OS/compliers
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|
Previous \Work: Static, liming Analysis
~ Sele ArElysis of Sirlgle Tese Warst Cese Exactidn
e (We =D ’
> Integer Linear Programi ILP), C
V' Implicit Path Enumeration with ILP
" VWCET analysis at the granularity of basic blocks

» SYMTA (SYMbolic Timing Analysis), [Wolf and Ernst]

v Extend basic blocks to program segments
v Reduce over-estimate of WCET on boundaries of basic blocks

» Cluster calculation of WCET [Ermerahl]
v Reduce over-estimate of WCET on boundaries of basic blocks

mbbelic-Analysis  Methods with albstract interpretation, -
R —

*ﬁﬁi Ut Knoewing exact input data
O

nly consider single task systems
v Preemption in multi-tasking systems

v’ Context switch cost
‘ﬁi SCOPES’04, September 2004 6
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Previeus \Werk: Static. limina Analysis

A

\/\/orJr ese RESPBISENNNMENVVISIRIP
oIVt i 10 Systems:

- > WCRT [Tindell]

s v/ Cache not considered

» Busqguests-Mataix's Method [Busquests-Mataix et al.]

v Preemption-related cache reload cost overestimated: all cache
lines used by the preempting task have to be reloaded. .

> Lee's Approach [Lee et al.]

v Useful memory blocks: used before the preemption and
requested after the preemption by the preempted task

‘7@ -——*'-5_
v Exponential gt the numis

v May include infeasible preemptions
v"No Inter-task cache eviction analysis method proposed

-~ Analvsis C

Ceorgla & SCOPES'04, September 2004 .



Praviols Worie Monltor

T S
i —

~ »MAMon (Multi-processor Application Monitor)
'Shobaki]

» Performance Monitor (PM) in IBM PowerPC 604 .

» Disadvantages:
v'Need additional hardware

‘V‘Possibiy—need to Insert instrumental instructions in - ~i
SOftw.

on the execution path, no guarantee on
obtaining the worst case execution/response time
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»\Why dorcache lines need to be reloaded?
» Inter-task cache eviction
» Intra-task cache dependency

» Assumptions |
@Iy two'levels of memoryiiﬁerchy_eg._—""

SCOPES’04, September 2004 9
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\,'lg,

=
— reloaded

e

——————
-

Timel Time?2

=Only cache lines used by both the preempting and the preempted task possibly R

need to be reloaded.

Ceorgia t& SCOPES’04, September 2004 10
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e

Direct-mapped Cache
16 bytes/line, 16 lines

Preempted
(execution point s)

No need to reload this line

Preempting tas

Only cache lines that are used

before the preemption and requested
after the preemption by the preempted
task potentially need to be reloaded.
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_—'>_Used Py both the preempting and the preempted
task

» Only cache lines in the intersection set of cache lines
used by the preempting task and the preempted task

» Loaded to the cache before the preemption and

=equested ‘afterthe preemption bg the preempt g.
nly cache lines mapped from “useful'memory blocks”

v’ Lee’s approach [Lee et al.]

i

Ceorgia ﬂi SCOPES’04, September 2004 12
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R ViEmeRySInrace (INerayRamic memory rlllgcglugrl) = _
» Cache Index 1ﬁ=dﬂﬁed Partition (ClIP e eee———

--— _~ Partition a memory block set ‘according) to the index of each
memory. block

»> Memory blocks in the same partition have the same index

» Cache eviction can only happen among memory blocks in the
same partition -

Given an L-way set associative cache with N sets
and a memory trace with K*/addresses

Ceorgia ﬂi SCOPES’04, September 2004 13



2 IR ig asitlppeiie i he Ligea ommrl PitTRlEEIEISK

1 COSU —
Mlz{mlo’mE";milz} Mlz{mlO’mll’“"ml,N—l}
MZ :{mZO’ m21""’m2K2} Mg :{mzm m211---1m2,|\1_1}

Upper bound of the number of memory blocks that possibly conflict in the cache:

S(M;,M

=0
When the cache miss penalty is fixed, the inter-task cache eviction cost
(i.e., the cost of preemption):

pre(TlTT) S(M;, M,)xC

— e —

, mlr , rﬁZr‘) L is the number of ways in the cache

miss

Imate of inter-
ache eviction cost

Y. Tan and V. Mooney, “Timing Analysis for Preemptive Multi-tasking Real-time Systems with Caches,”
Proceedings of Design, Automation and Test in Europe (DATE’04), pp. 1034-1039, February 2004.
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torr Anzlysis (Corlt,)

A 4-way SA cache wi ets, each line has 16 bytes

Two Se’rs of Memory Blocks:
M, ={0x700;0x800; 0x710; 0x810; 0x910}

M . ={m,, M, }={{0x700; 0x800},{ 0x710; 0x810; 0x910} }
M, ={0x200; 0x310; 0x410; 0x510} M, = {1y, M.} ={{0x200},{ 0x310; 0x410; 0x510}}

CACHE idx CACHE idx

0
1

-- gives an upper bound

@@r@ﬁg tﬂi SCOPES’04, September 2004 15
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Intra-taskaCACHEUDEPENCENCYVANEIYSIS

~ Recichiing Mearnory Blogisi (RIMB)

\ ~ 11 | alad 4
— - [ ) ' = | ' ._ "':’e‘ =-1= S—

e ———

when the task reaches an execution point s
> Living Memory Blocks (LMB)
» all possible memory blocks that may be one of the first L

distinct references* to the cache set after execution point s,
where L is the number of ways in the cache

» Useful Memory Blocks (UMB) at an execution point s
» Intersection of RMB and LMB at the execution point s

(MUMBS‘)*—_
and RMB over all the

> Maximum Useful Memory Block

Xecution points of a task

* By “distinct reference” we mean a memory block that ia mapped o the same cache set but with
a different address. Here we assume that LRU is used in the set associative cache.

(gr;‘@@ﬂ@?g \ﬁi SCOPES’04, September 2004 16



Integrate Inter- and Intra-task Cache
erJrJJ r\rJrlIyJJJ

reloaded ——Sae

~ > MUMBS of the preempted task is used in the CIIP calculation
Ml z{mlO’ mll""’ lel} Ml :{mloa rﬁll,..., rﬁl,N—l}
Mz ={m20,m21,---,m2,<2} M, ={m20,ﬁ\121,...,ﬁ\12’,\,_1} =
MUMBS M, ={M,, My,...,M,, } M, ={m,y, M,,,....M, \ .}

considering UMBs S(M,,M,) = %min(L,\rﬁlr ,\er\) ..d

= [S(My, M) <[S(M,M,)

Note that I\'ﬁ2 < |\7|2

eorgia ﬂi SCOPES’04, September 2004 17
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> WERT Analysis without considering cache
T, All tasks in the system sorted in the descending order of their priorities
C. WCETof T P Periodof T; .alsodefines the deadline

S

hp(i) The set of tasks with higher priorities than T,

Response time

Ceorgia t& SCOPES’04, September 2004 18



WO ArIE I_/JJ Corlt.

> WCRT with Cache

— m— - ——a———
— - —

> |terative calculation

P

__— — . . — e
mn‘rex‘r Switch: one for preemption and one for resuming

RMS is used for scheduling.

& @C ﬂl SCOPES’04, September 2004 19
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. The tasks are schedulable if both

_:_._—_-'—.

>the iteration above converges and

»>the WCRT of all tasks are less than their
periods -

» Otherwise, our method does not find' a

Georgie tﬂ] SCOPES'04, September 2004 T



WCRT Anzlysis (C Omr)

__ T“&’_CEEIJTOI’_EaCh task in the ¢
- order efiprorities of tasks
» Computational Complexity

> The number of iterations for each task is bounded by P./PF,

» The computational complexity in each;iteration Is
proportional to the number of tasks

sks except the task with the highest priority need to,..
estimate TT————

jon complexity is  O(n°) where n is the

number of tasks

ceonelia SCOPES’04, September 2004 21
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~ Sluletiigg Arcliscitee
\\—'ABVQ M_l — : e -
> 32KB 4-way set associative cache (256 lines in each way)
> Atalanta.RTOS developed at Georgia Tech
» Seamless CVE for simulation

Seamless

& ?@nf@";g ‘ﬁi SCOPES’04, September 2004 29



> Appl (BusqLTe_sts -Mataix's method): All cache Ilnes used

B

- py'preempting task are reloaded for a preemption.

» App2: Only lines in the intersection set of lines used by
the preempting task and the preempted task are
reloaded after a preemption. Inter-task cache eviction
method proposed Iin this paper Iis used here.

» App3: All useful memory blocks are reloaded to the
cache. (Lee's Approach)

pp4: Integrated Inter- and Intra-task cache eviction =
nalysis.. Noypat naIyS|s S r)o leray T —

ﬂgpﬂj WEStasSK Cact 1ranalysis, inter-task
Ache eviction analy5|s plus path analysis.

corgia tﬁi SCOPES'04, September 2004 >3




SPrapplication

_»Adaptive Differential’Pulse Coding Modulation
Coder (ADPCMC)

»ADPCM Decoder (ADPCMD)
»Inverse Discrete Cosine Transform (IDCT)

Tasks in Experiment II
- VeI | pesot
- | TCT)
T, (IDCT) 1580 4.500 2
— 4500 | 2
— T,(ADPCMD) | 2839 10,000
ADPHO

Seorgia | SCOPES'04, September 2004
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=Loerlmerit |

Wypes ofTareempHon — —
_f—&‘ADPLMD.pr.eempted by IDCT

» ADPCMC preempted IDCT

» ADPCMC preempted by ADPCMD

» Estimate of the number of cache lines to be reloaded

preemptions App.1 App.2 App.3 App.4 App.5
ADPCMD hy 249 68 98 64 56
IDCT

e
Sﬁh—uﬂ!.@g.._ll..l.

55 46

ADPCMC by |

ADPCMD

()
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Results ofi Experiment |
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Experimert ||

——
e — -
S —— =
—— -a——

> A mobile robot application; with three tasks
~ > Edge Detection (ED)
» Mobile Robot control (MR)
» OFDM for communication

S Peuod{us) _
T 20 | w00 | 4
o2 |60 |3 |
50| 3500 |2

Table 1. Tasks

SCOPES’04, September 2004 28



Hesulis of <o~\r1m~nr JJ
_ypes oT‘ﬁéZeﬁﬁpﬂon_, | e —

> EDipreempted by MR
» OFDM preempted by MR
» OFDM preempted by ED

» Estimate of the number of cache lines to be reloaded

preemptions App.1 App.2 App.3 App.4 App.5
e, ) 134 187 118 88 -‘
e —
85 81 .

Ceorgia t& SCOPES’04, September 2004 29



'CR Festimates

e [ ma |0 [0 [ o [ [ [

-
NI aArars
orone | ssane | oo | 2ase | | tour | e
> | s | a0 | e | s | 200 |

(ART: Actual Response Time)
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OiEXPENMEN

provement of Approach 5 over other approaches

Cache Penalty (cycles)

s mm--\

\
AS vs. A2 m 0.2% | 0.5% ‘
38%

Ceorga | SCOPES'04, September 2004 a1



Experiment Il

Tasks | ABREIVDNSGERVADEE N
| Period (cycles) | 7000 | 9000 | 13000 20000 | 40000, | 50000
WCET (cycles) 3830 1580 1392 2839 2830 7675
Prierities 2 3 4 5) 6 7
WCRT estimates of OFDM and ADPCMC

WCRT estimates of ADPCMC WCRT estimates of OFDM

G| M | [ m [ a [ | A [ a [ m | A
I R N T T T T T R

 Comparison Approach 5 with Approach 4: —

[ rsses | swows | w7 | 5190 | swss | awor | et | 1 | 1093 | 6o
10

S : Cmiss

 Cme

orov | s | s | avs [ am

Ceorgle | SCOPES'04, September 2004 32




Expermentld\.

- S ina afiae

——

B == —

s
——

Lee’s approach

> Use the:same tasks specified in Lee’s experiments
» Compute the WCRT with our WCRT estimate formula

wees
320,000 | 60,234 + 280 X Cyiss

1,120,000 | 255,998 + 364 X Crmiss

1,920,000 | 365,893 + 474 X Coniss

95,600,000 | 557, 589 + 405 X Cyniss
S

" Cache michcles (used in Le!_?taxperiment)
:WG‘R‘FOf ith Lee’s Approach = 5,323,620 cycles
WCRT of FIR with our approach (Approach 5) = 3,297,383 cycles
Reduction in WCRT estimate = 38%
Ceorgla b SCOPES’'04, September 2004 33




Inaccuracy. \WithiNested . Preemplions

ig. 5. Example of nested preemptions
che 1eload costof TO preempting T2
zhe reload cost of T1 preempting T2

Cache eload costof TO preempting T1

____________

» 1 preempts T2
> 10 preempts T1

== 10 affectsicache, reloadieost for T2 —
(EE%T f_,r: i SCOPES'04, September 2004 2



~» The MUMBS of all these tasks, together with the MUMBS of the preempted task
- should be considered:

» The cache reload cost is calculated with the following formula.

I\

C(T,,T.)= Cm,SSxS(UMu,M) me UM”, 1L}

I=b+1 1=b+1

Note: By applying this new formula, the results of previous experiments are different from the
results presented in this paper. For example, as reported in this paper, Approach 5 can

eduction of up to 44% in WCRT estimate, if compared with Approach 4. Howe¥ﬁil -
5 can only achi ed with Approach 4,

report for the details of the new

Y. Tan and V. Mooney, “Cache-related Timing Analysis for Multi-tasking Real-Time Systems with Nested
Preemptions,” Technical Report, GIT-CC-04-11, Georgia Institute of Technology, October, 2004,
http://www.cc.gatech.edu/tech_reports/index.04.html

Ce O?ngkﬁ‘ SCOPES’04, September 2004 35
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>F|x estlmate‘iccuracy for nested preemptlons '

i'_-—_

» Investigate the factors that cause
overestimate in WCRT analysis

» Investigate how cache parameters affect
WCRT analysis

tlgate combination witl

- -
specialized ...
alized compilers

Cearge tﬂ] SCOPES'04, September 2004 -



Concluslor

> Preemption-related cache reload cost |
— determined by both inter- and intra-task
cache dependency

» The WCRT estimate Is also affected by the

estimate of the number of preemptions

>Iﬁtegrat|ng Inter- and mtra task cache

Cearge tﬂ] SCOPES'04, September 2004 =
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